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Q2. Explain the following briefly.

i.  R?and Adjusted R?
ii. Instrumental Variables 4*5
ii. OLSandGLS =20
iv. UsecfZ-statand F-stat
v, usand2sis
[as. Income and Consumption expenditure (X and Y respectively) are given for 20
families. Given the data, estimate consumption function, indicate value of i
| MPC (marginal propensity to consume}, indicate consumption level at zero 10
income and give economic interpretations of your regression results.
Yx=191200 Y y=175300 Y x’ =2165180,000
LYyt =1813,469,000 Y xp=1973,670000 n=20
Q4. Distinguish between simple correlation and auto-correlation. How to find the
presence of auto-correlation? What are the consequences of auto-correlation 10
. and its remedies?
Q5. | Consider the following OLS regression model:
Iny, =a+flnx, +¢,
| | Where y: ->Real food expenditure,
[ % - Real food advertising expenditure
The model was estimated using quarterly data and sample size = 40. Seasonal
dummies (Seas) were introduced and the following results were obtained.
Iny, =8.236 - 0.076Seas, —0.0128eas, — 0.004Seas; +0.01751n x,
R’ =075
‘ i. Interpret estimated regression coefficients.
ii.  Explain why there are only three seasonal dummies in a regression.
| iii. _Comment on value of coefficient of determination.
o BON COURAGE
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% [The first order auto-regressive relationship of residual term is:
| a) & =pe 4
b) 6.' = p81_| _/‘:
C) & =P8 5+ 1, ; ‘
d) & =pE, 4 |
2. The variance of the random error term may be seriously underestimated if the

errors are: y
a) Not correlated
b) Auto-correlated
¢) Both(a) &(b)
d) None of these

3. The reduced form method is a:
| a) Single equation method
| b) Multi equation method
| ¢) Double equation method
d} None of these

4, Hetro-skedasticity can also arise as a result of the:
a) Presence of outlier
b) Absence of outlier
c} Both(a) & (b) ‘
d) None of these {

P.T.O.



The Method of OLS assumes that independent variables must be:
a) Endogenous
b} Exogenous
c} Partially endogenous
d) None of these

T-stat is used to check:
a) Overall significance of the model
b} Individual significance of the variables
¢} Both (a) & (b)
d) None of these

An equation can be:
a) Exactly identified
b) Overidentified
¢} Underidentified
d) All of these

If qualitative data has three attributes and we introduce three dummy variables,

it refers to:
a) Qualitative ciassification
b) Categorical classification
¢} Dummy variable trap
d) Absence of multi-collinearity

10.

In Correlation anzlysis, there is:
a) Cause and effect relationship between variables
b) No cause and effect relationship between variables
c] Both (a) & (b)
d} None of the above

The correlation coefficient ranges from:
a) Otol
b} -1to+1
¢} -1to+eo
d) -o° 1o +ea
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Q2. Explain the following briefly. |
(1) BLUE properties | 4x%x3
(ii)) ANOVA technique =20

(it} AR(1) process
(iv) Order and Rank conditions
(v) Two Stage Least Square

Q3. [naregression of average wages (1 3) on the number of cmplo}'é:S (V) |
for a random sample of 30 firms, (e following regression results were ' 10

oblained - \
=75+ 000N

3 (D
r=na (16.10) R-=0.90

WiN= 0008+ 781N
f=114.43) (7638} RY=0.90

a. How do you interpret the two regressions?

b. What is the author assuming in going from Eq. (1) to (2)? Was he worried
about heteroscedasticity? How do you know?

¢. Can you relate the slopes and intercepts of the two models?

d. Can you compare the R values of the two models? Why or why not?

04, Censider the following inodified Keynesian madel of income deter-
mination: 10

Cr =B +BnYe+uy

L= B+ Bul + BuY .y +ux

Y,=Ca+1,+G

where C = consumiption expenditure \
[ = investment expenditure
Y =income
G = government expenditure
Gy and Y,_y are assumed predetermined

a. Obtain the reduced-form equations and determine which of the pre-
ceding equations are identified (cither just or over). |

b. Which method will you use to estimate rhe parameters of the over- |
identified equation and of the exactly identified cquation? Justify
vour answer.

Discuss how dummy variables can be used to test (i) change in ' i
intercept (i) change in slope and (iii) changes in both intercept and | 10
slope

Q5.
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2. | If an estimator is said to have minimum variance. which of the following statements is
NOT implied?
a) The probability that the estimatc is a long way away from its true value is
minimised
b) The estimator is efficient
¢) Such an estimator would be termed "best"
d) Such an estimator will always be unbiased
"3, | Which one of the following is the most appropriate definition of a 99% confidence
interval?

~

Objective Part: - { Max
Encircle the correct answer. Marks
| =10 |

1. | Which of the following is an equivalent expression for saying that the explanatory {
variable is "non-stochastic"?

a) The explanatory variable is partly random
b) The explanatory variable is fixed in repeated samples
¢) The explanatory variable is correlated with the errors

d) The explanatory variable always has a value olone

a) 99% of the time in repeated samples, the interval would contain the true value of
the parameter

b) 99% of the time in repeated samples, the interval would contain the estimated
| value of the parameter

¢) 99% of the time in repeated samples, the null hypothesis will be rejected

when it was false

] d) 99% of the time in repeated samples, the null hypothesis will not be rejected

P.T.O.
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oA ‘ Suppose that a test that the true value of the intercept coefficient is zeto results in non-

rejection. What would be the appropriate conclusion?
a) Drop the intercept and re-run the regression
b) Retain the intercept
¢} Re-compute the test statistic

-d) The regression line is running exactly through the origin

Which one of the following is examined by looking at a goodness of fit statistic?

wr

a) How well the population regression function fits the data
b) How well the sampie regression function fits the population regression function
¢) How well the sample regression {unction fits the data

d) How well the population regression function fits the sample regression [unction.

=

d) All of (a), (b) and {(c) will be true.

6. }Wat would be then consequences for the OLS estimator if heteroscedasticity is
| present in a regression modet but ignored?

a) It will be biased
b) It will be inconsistent

¢} It will be inefficient

T

|
b
|

Negative residual autocorrelation is indicated by which one of the following?
a) A cyclical pattern in the residuals

, b) An alternating pattern in the residuals

| ¢) A complete randomness in the residuals

|

|

d) Residuals that are all close to zero

1
]

8. |1fa Durbin Watson statistic takes a value close 10 2210, what will be the value of the
‘ first order autocorrelation coefficient?

| a) Close to zero
b) Close to plus one
¢) Close to minus one

d) Close to either minus onc or plus one

-“ it

I‘
|
|
|

l

|
|
|
|
ll

|
l
|
l

9. | What is the meaning of the term "heteroskedasticity"?

a) The variance of the errors is not constant

b) The variance of the dependent variable is not constant
| ¢) The errors are not linearly independent of one another

I d) The errars have non-zero mean

10. | The dummy variable trap is an example of
a) imperfect multicollinearity
b) Something that is of theoretical interest only
¢) perfect multicollinearity
d) something that does not happen to university or college students
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Q.1. Encircle the right answer, cutting and overwriting is not allowed. (1x10=10)

l 1. | Suppose that a test that the true value of the intercept coefficient is zero results in non-
rejection. What would be the appropriate conclusion?

a) Drop the intercept and re-run the regression
b) Retain the intercept
¢) Re-compute the test statistic
d) The regression line is running exactly through the origin
2. | Ifan cstimator is said 1o have minimum vartance, which ot?v.hc_foll;wi@ statements is |
NOT implied?
a) The probability that the estimate is a long way away from its true value is
minimised

I~

| b) The estimator is efficient
' ¢} Such an estimator would be termed "best”

d) Such an estimator will always be unbiased

3. [ Tn the context of simultancous equations modelling, which of the following statements |
is ttue concerning an endogenous variable?
I a) The values of endogenous variables are determined outside the system
b) There can be fewer equations in the system than there are endogenous variables
¢) Reduced form equations will not contain any endogenous variables on the RHS

d) Reduced form equations will contain only endogenous variables on the RHS

4. | Near multicollinearity occurs when

a) Two or more explanatory variables are perfectly correlated with one another
| b) The explanatory variables are highly correlated with the error term

¢) The explanatory variables are highly correlated with the dependent variable

d) Two or more explanatory variables are highly correlated with one another

Which one of the folﬂ:;in—g 1s examined by looking at a goodness of fit statistic? !

il

a) How well the population regression function fits the data
b) How well the sample regression function fits the population regression function
‘ ¢) How well the sample regression function fits the data
d) How well the population regression function fits the sample regression functioil

P.T.0,



What would be then consequences for the OLS estimator if heteroscedasticity is
present in a regression model but ignored?

a) Tt will be biased

b) Tt will be inconsistent

) It will be incfficient

d) All of (a), (b) and (c) will be true.

Which of the following could be used as a test for autocorrelation up to third order?
a) The Durbin Watson test
b} White's test
¢) The RESET test
d) The Breusch-Godfrey test

If OLS is applied separately to each equation that is part of a simultaneous system, the
resulting estimates will be

a) Unbiased and consistent

b) Biased but consistent

c) Biased and inconsistent

d) It is impossible to apply OLS to equations that are part of a simultaneous system

The order condition is

a) A necessary and sufficient condition for identification

b) A necessary but not sufficient condition for identification

¢) A sufficient but not necessary condition for identification

d) A condition that is neither necessary nor sufficient for identification
_I\l-m;csmmoconelalion is indicated by which one oﬁeﬁlm;irlg?—
a) A cyclical pattern in the residuals
b) An alternating pattemn in the residuals
¢) A complete rande in the residual
d) Residuals that are all close to zero
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Explain the following briefly.
(i) Coefficient of Determination 4x5
(ii) Perfect and partial multicollinearity =20
(1) Indirect Least Squares
(iv) Order and Rank conditions
(v) Generalized Least Square

Consider the following regression output:
i = 0.2033 4 0.6560X, 10
se = (0.0976) (0.1961)
rt= 0.397 RSS = 0.0544 ESS = 0.0358

where ¥ = labor force participation rate (LFPR) of women in 1972 and

X = LFPR of women in 1968, The regression results were obtained from a

sample of 19 cities in the United States.

a. How do you interpred this regression?

b. Test the hypothesis: Hy: 8; = 1 against Hy:8; > 1. Which test do you
use? And why? What are the underlying assumptions of the test(s) you
usc?

¢. Supposc that the LEPR in 1968 was 0.38 (or 58 percent). On the basis
of the regression results given above, what is the mean LEPR in 19722
Establish a 95% confidence interval for the mean prediction,

d. How would you test the hypothesis that the error term in the popula-
tion regression is normally distribute? Show the necessary calculations.

Consider the sets of data given in the following two tables:

S Tablel” Ti [Gimri Table 2 10
2 e . <) ey e X -
I 2 4 1 2 4 |
2 | o | 2 | 2 L or. | 2
e 3 4 12 3 i ‘4‘_ 4]
4 6 0| 4 6 12|
s [ 8 [ 16 | & lw | 98

* | The only difference between the two tables is that the third and fourth values
of A3 are interchanged.
a) Regress ¥ on X2 and X3 in both tables, obtaining the usual OLS
output,
b) What difference do you observe in the two regressions? And what
accounts for this difference?

From the data for 46 states in the United States for 1992, Baltagi obtained 10
the following regression results®:

fogC = 4.30 — 1.34logP + 0.17logY
se=(091) (0.32) (0.20) R} =027

where C = cigarette consumption, packs per year
P = real price per pack
Y = rcal disposable income per capita

a. What is the elasticity of demand for cigarettes with respect to price?
Is it statistically significant? If so, is it statistically different from one?

b. What is the i lasticity of d d for cigarettes? Is it statisti-
cally significant? If not, what might be the reasons for it?

. How would you retrieve R* from the adjusted R? given above?
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Q.1. Answer the following short questions: (6x5=30)

1. Whatis Chow test? Explain its usage.

2. How correlation analysis differs from regression analysis?

3. What are the assumptions of classical linear regression model?
4. What is the OLS criterion of best fitted line?

5. Explain R? and adjusted R%.

6. Differentiate between high and perfect multicollinearity.

Answer the following questions. (3x10=30)

Question 2

An economist is trying to establish the extent of the relationship between the amount earned by a taxpayer during
the year and his charitable contributions which are tax deductible. A random selection of 9 tax returns are analyzed
and the results are tabulated below. The income and contributions are expressed in lakhs of rupees.

Y (Contributions) | 2.0 | 25 | 27 | 25 | 38 | 42 | 43 | 44 | 445
X(ncome) | 25 | 29 | 32 | 32 | 40 | 43 | 50 | 55 | s7

i.  Compute values of regression coefficients and interpret estimated parameters.
ll.  For aperson earning Rs. 65 lakhs per year, how much contribution do you expect him to make?

Question 3
Define Multicollinearity and discuss its consequences, detection methods and remedial measures.
Question 4.

From the following data find regression coefficlents and test individual statistical significance of the coefficients.

Year 2000 | 2001 [ 2002 [ 2003 | 2004 [ 2005 | 2006 | 2007
Qd () 100 75 | s0 70 50 [ 65 | 90 | 100
Price (X1) 15 17 | 16 16 18 | 17 | 15 | 14

Income(X2) | 1000 | 600 [ 1200 500 [ 300 | 400 | 1300 | 1100




